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BEST Blended

La présentation del'intelligence artificielle (I1A) dans les grands médias reléve
souvent du fantasme. Ce séminaire vous permettra de clarifier les concepts clés
des réseaux de neurones profonds (deep learning) ainsi que leurs différents
domaines d'utilisation. Des démonstrations présenteront des cas d'utilisations
variés.

@) Obijectifs pédagogiques
I'issue de laformation, le participant seraen mesure de :

A

@ Comprendre les concepts de machine learning et I'évolution vers le
deep learning (réseaux de neurones profonds)

@ Maitriser les bases théoriques et pratiques d'architecture et de
convergence de réseaux de neurones

@ Connaitreles différentes architectures fondamentales existantes
et maitriser leurs implémentations fondamentales

@ Maitriser les méthodologies de mise en place de réseaux de
neurones, les points forts et les limites de ces outils

@ Connaitreles briques de base du deep learning : réseaux de
neurones simples, convolutifs et récursifs

@ Appréhender les modéles plus avancés : auto-encodeurs, gans,
apprentissage par renforcement

Public concerné

Toute personne intéressée par le deep learning et les réseaux de neurones :
ingénieurs, analystes, data scientists, data analysts, data stewards,
développeurs...

PARTICIPANTS

Toute personne intéressée par le
deep learning et les réseaux de
neurones : ingénieurs, analystes, data
scientists, data analysts, data

stewards, développeurs...

PREREQUIS

Avoir des bases en programmation et
une bonne maitrise des outils
informatiques et statistiques.
Connaitre les bases du machine

learning est recommandé.

COMPETENCES DU FORMATEUR
Les experts qui animent la formation
sont des spécialistes des matiéres
abordées. lls ont été validés par nos
équipes pédagogiques tant sur le plan
des connaissances métiers que sur
celui de la pédagogie, et ce pour
chaque cours gu'ils enseignent. lls ont
au minimum cing a dix années
d’expérience dans leur domaine et
occupent ou ont occupé des postes a

responsabilité en entreprise.

MODALITES D’EVALUATION

Le formateur évalue la progression
pédagogique du participant tout au
long de la formation au moyen de
QCM, mises en situation, travaux
pratiques...

Le participant compléte également un
test de positionnement en amont et
en aval pour valider les compétences

acquises.
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Prérequis

Avoir des bases en programmation et une bonne maitrise des outils
informatiques et statistiques. Connaitre les bases du machine learning est
recommandé.

Vérifiez que vous avez les prérequis nécessaires pour profiter pleinement de
cette formation en faisant cetest.

Méthodes et moyens pédagogiques

Méthodes pédagogiques

Ceséminaire se base sur des présentations, des échanges et des études de cas.
Des outils comme Lasagne ou Keras seront présentés.

Modalités d'évaluation
Le formateur évalue |la progression pédagogique du participant tout au longdela
formation au moyen de QCM, mises en situation, travaux pratiques...

Le participant compléte également un test de positionnement en amont et en
aval pour valider les compétences acquises.

Programme de la formation

@ Introduction IA, machine learning et deep learning

e Historique, concepts de base et applications de l'intelligence artificielle
loin des fantasmes portés par ce domaine.

e [ntelligence collective: agréger une connaissance partagée par de
nombreux agents virtuels.

o Algorithmes génétiques : faire évoluer une population d'agents virtuels par
sélection.
Machinelearning usuel : définition.

e Typesdetaches: supervised learning, unsupervised learning,
reinforcement learning.

e Typesd'actions: classification, régression, clustering, estimation de
densité, réduction de dimensionalité.

e Exemplesd'algorithmes de machine learning: régression linéaire, Naive
Bayes, Random Tree.

e Machinelearning versus deep learning: pourquoi le ML reste aujourd'hui
['état de I'art (Random Forests & XGBoosts) ?

MOYENS PEDAGOGIQUES ET
TECHNIQUES

e Les moyens pédagogiques et les
méthodes d’enseignement utilisés
sont principalement : aides
audiovisuelles, documentation et
support de cours, exercices pratiques
d’application et corrigés des
exercices pour les formations
pratiques, études de cas ou
présentation de cas réels pour les
séminaires de formation.

o A l'issue de chaque formation ou
séminaire, ORSYS fournit aux
participants un questionnaire
d’évaluation du cours qui est ensuite
analysé par nos équipes
pédagogiques.

e Une feuille d’émargement par demi-
journée de présence est fournie en fin
de formation ainsi qu’une attestation
de fin de formation si le participant a
bien assisté a la totalité de la session.

MODALITES ET DELAIS D’ACCES
L'inscription doit étre finalisée 24

heures avant le début de la formation.

ACCESSIBILITE AUX PERSONNES
HANDICAPEES

Pour toute question ou besoin relatif
al’accessibilité, vous pouvez joindre
notre équipe PSH par e-mail a

I'adresse psh-accueil@orsys.fr.



https://www.orsys.fr/qcm/?stagecd=DRN&languecd=fr

@ Concepts fondamentaux d'un réseau de neurones

e Rappel de bases mathématiques.
e |Leréseaudeneurones: architecture, fonctions d'activation et de

pondération des activations précédentes...

L'apprentissage d'un réseau de neurones : fonctions de co(t, back-
propagation, stochastic gradient descent...

Modélisation d'un réseau de neurones : modélisation des données d'entrée
et desortie selon letype de probléme.

Appréhender une fonction par un réseau de neurones. Appréhender une
distribution par unréseau de neurones.

e Dataaugmentation: comment équilibrer un dataset ?
e Généralisation des résultats d'un réseau de neurones.
e |[nitialisations et régularisations d'un réseau de neurones : L1/L2

Regularization, Batch Normalization.
Optimisations et algorithmes de convergence.

Démonstration
Approximation d'une fonction et d'une distribution par un réseau de
neurones.

@ Outils usuels machine learning et deep learning

Outils de gestion de donnée : Apache Spark, Apache Hadoop.
Outils machine learning usuel : Numpy, Scipy, Sci-kit.
Frameworks DL haut niveau : PyTorch, Keras, Lasagne.
Frameworks DL bas niveau : Theano, Torch, Caffe, Tensorflow.

Démonstration
Applications et limites des outils présentés.

@ Convolutional Neural Networks (CNN)

Présentation des CNN : principes fondamentaux et applications.

e Fonctionnement fondamental d'un CNN : couche convolutionnelle,

utilisationd'un kernel, padding et stride...
Architectures CNN ayant porté I'état del'art en classification d'images :
LeNet, VGG Networks, Network in Network...

e Utilisationd'un modéle d'attention.

e Application aun cas defigure de classification usuel (texte ou image).

e CNN pourlagénération: super-résolution, segmentation pixel a pixel.

e Principales stratégies d'augmentation des feature maps pour la génération
d'uneimage.

Etude de cas

Innovations apportées par chaque architecture CNN et leurs applications
plus globales (convolution 1x1 ou connexions résiduelles).



@ Recurrent Neural Networks (RNN)

e Présentation des RNN : principes fondamentaux et applications.

e Fonctionnement fondamental du RNN : hidden activation, back
propagation through time, unfolded version.

e Evolutions vers les GRU (Gated Recurrent Units) et LSTM (Long Short
Term Memory).

e Problémes de convergence et vanising gradient.

e Typesd'architectures classiques : prédiction d'une série temporelle,
classification...

e Architecture detype RNN Encoder Decoder. Utilisation d'un modéle
d'attention.

e Applications NLP: word/character encoding, traduction.

e Applications vidéo: prédiction de la prochaineimage générée d'une
séquence vidéo.

Démonstration
Différents états et évolutions apportées par les architectures Gated
Recurrent Units et Long Short Term Memory.

@ Modéles générationnels : VAE et GAN

e Présentation des modéles générationnels Variational AutoEncoder (VAE)
et Generative Adversarial Networks (GAN).

e Auto-encoder : réduction de dimensionnalité et génération limitée.

Variational AutoEncoder : modéle générationnel et approximation de la

distribution d'une donnée.

Définition et utilisation de I'espace latent. Reparameterization trick.

Fondamentaux du Generative Adversarial Networks.

Convergence d'un GAN et difficultés rencontrées.

Convergence améliorée : Wasserstein GAN, BeGAN. Earth Moving

Distance.

e Applications de génération d'images ou de photographies, génération de
texte, super résolution.

Démonstration
Applications des modéles générationnels et utilisation de I'espace latent.

@ Deep Reinforcement Learning

e Reinforcement learning.

e Utilisation d'un réseau de neurones pour appréhender la fonction d'état.

e Deep Qlearning: experiencereplay et application au contréled'unjeu
vidéo.

e Optimisations dela politique d'apprentissage. On-policy et off-policy.
Actor criticarchitecture. A3C.

e Applications: contréled'un jeu vidéo simple ou d'un systeme numérique.

Démonstration
Controéle d'un agent dans un environnement défini par un état et des actions
possibles.



Parcours certifiants associés

Pour aller plus loin et renforcer votre employabilité, découvrez les parcours
certifiants qui contiennent cette formation:

e Parcours certifiant intégrer des modéles et des services d’intelligence
artificielle - Réf. ZIS

e Parcours certifiant Construire et implémenter des modéles de bigdata et
d'l1A-Réf. ZBG

Options
Blended: 290 €HT
Approfondissez les connaissances acquises en formation grace aux modules e-

learning de notre Chaine e-learning intelligence artificielle - machine learning,
deep learning. Un apprentissage flexible et complet, a suivre a votre rythme dés

le premier jour de votre présentiel.
Dates et lieux
CLASSE A DISTANCE

2026: 17 mars, 2juin, 2juin, 15 sep., 22 sep.,
8déc., 15déc.


https://www.orsys.fr/suisse/formation/parcours-certifiant-integrer-des-modeles-et-des-services-d-intelligence-artificielle.html
https://www.orsys.fr/suisse/formation/parcours-certifiant-construire-et-implementer-des-modeles-de-big-data-et-d-ia.html
https://www.orsys.fr/formation/8ML
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